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Introduction L

» The drastic increase of distributed intermittent generation introduces several local
constraints’ violations — should be handled locally in scalable manner.

» Digitalization of the power system: The transition to active network management has

increased the volume of collected data — necessity for efficient monitoring and
control solutions.

» Sensitive consumer data should be protected (privacy issues).
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Technical Background eri

»

The wide deployment of smart meters and devices with power electronics interfaces creates the
necessary infrastructure for the application of distributed algorithms:

» “low-cost” devices, for monitoring, event detecting and controlling hardware,
» that can communicate via existing ICT/power networks and

» execute the distributed software.

Advantages of Distributed Architecture

»

»

Large scale applications — scalability.

Dispersed solution to locally caused problems — no need for central
coordination.

Increased robustness.
Tolerance in communication delays.
Extensibility — “Plug-and-play.

Privacy.
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Applications 1in Power

Problems that can be addressed:

Economic Dispatch
Demand Side Management
Voltage control

Congestion Management
Optimal Power Flow
Optimal Scheduling

Power Flow

Systems

Formulation as Resource Allocation Problems (in
many cases).

Distributed algorithms:
— Consensus based optimization
— Replicator Dynamics/Population Dynamics
— Lagrangian based techniques
— Gradient based algorithms
— DCOP (i.e. ADOPT)

Interplay of control theory, distributed
optimization, dynamical systems, graph theory
and algebraic topology
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= A set of agents must assign their resources to a set of tasks in order to meet specific constraints.

= The distributed optimization techniques use iterative control rules for updating their local state
(i.e. decision making).

= Every local new decision that is taken should drive the grid towards the globally optimal
solution (taking into account local and global constraints).

N

Optimally is expressed in terms of minimizing min z £x)

the objective function of the resources: xERM !
i=1

Grid constraints are introduced as constraints

_ N v
in the control variables of the nodes: s.t.g(x) <0h(x) =0x €Nz X;

Update rules are designed that require exchange

of information only between neighbors: xi(k+1) = Wi(x(k))
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Consensus algorithm - Application on

Economic Dispatch

min Cyorqi(P) = minz_ Ci (pi)
LEV

PrLoad = z Pi
LEV

pmini =p;i = pmaxi

Subject to:

Given:
C;(py) = a;+ b; -p; +¢; - pf
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Model:
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Applications (Consensus)
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Optimal Voltage Control

Penalty

Based on an Optimal Power Flow formulation:
mln(F(x, u)) — mln{ fi(PCi' QCi) + fT'ef(:PI(V) 6); Ql(V; 6))
ieN\{1}

Subject to the power flow equations:
P;(V,6) — Pygr, =0

Q;(V,6) — QNETl- =0

Vmin = Vi = Vmax ymin ymax

And the voltage constraints:
The nodes adjust their active and reactive power in order to avoid voltage

violations.
The voltage limits are introduced as soft constraints;

This way the local violations affects the cost function of a specific node (that

participates in the global optimization).
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Distributed solution (Voltage Control) ? o

Langrangian formulation:

L(xi u, p) = z (fi(PCi' QCi) + Wi) + fTef(:Plr Ql) + /‘ng(x’ u, p)

ieN\{1}

Minimization of the Langrangian:

oF] [ag]" )
—[+|=2| 2=0
VL, =0 0x|  |0x
VE=0= VL, =0¢=rap] [ag]" L >
Ly =0 au| o 4=0
grup) =0

Each node calculates:

2¢cp, P, Ap,
VLui—[CngC] lo —1][P]

And uses a convex distributed optimization model to calculate 1,; and 4,..

[I. N. Kouveliotis-Lysikatos, D. |. Koukoula and N. D. Hatziargyriou, "A Double-layered Fully Distributed
Voltage Control Method for Active Distribution Networks," in IEEE Transactions on Smart Grid.]
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Virtual Power Plants 2 St .
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The ICCS VPP platform
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Demonstrations in Meltemi Community Smart Er'lgmd
Grids pilot site -

Smart Grid Infrastruct

= Congestion Management and Voltage Control are tested.

= Intelligent load controllers have been installed in a number of households.

= Peer-to-peer communication between the controllers utilizing the local LAN.
= Active power curtailment by controlling the household appliances.

= The distributed algorithms are developed using JADE.

© The ERIGrid Consortium
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Intelligent Load Controllers El"lgl"ld

® Smart Grid Infrastructures

= The Load Controllers:

— Are connected on the electrical boards of the house.

— Measure the power consumption of the household. |
— Control household appliances (water heaters and A/C units). ﬁ

— Communicate using the local LAN.

— Execute the distributed algorithmes.

ads  — Make decisions and take control actions. Temperature
OO0 & r
25 87%
Date Consumption
12/5/2016 Y AToW
. TCP/IP | \wireless Router TCP/IP Home Wi-Fi TCP/IP .C. Heater -
Microcontroller — Board Router ‘W\': ICCS VPN f;;! s m_

IS NN
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Connecting European
® Smart Grid Infrastructures

Meltem1 test site: Decentralized Operation El"lg["ld

DREAM - Meltemi Site

SHARE EDIT
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Meltem1

: : : Eeri id”
test site: Decentralized Operatlon 2 St

Number of Household

Type of controllable load Active Power Flexibility (kW)

X Water Heater 2 = Households with controllable loads:
Oven 2.5
, Water Heater , — Types of controllable devices.
3 A/C 3 — Active power flexibility per device per
4 Water Heater 2 household.
5 Water Heater 2.5
6 Water Heater 2
User Defined
Interpretation by the algorithm:
Priority:
n Mapp|ng Of Customer FleX|b|I|ty High The load should not be shed except in case of grid
emergency.
= Need for modelling of the customer’s
Wi”ingneSS tO alter |tS Consumption prOﬁle. Medium The load could be shed in case that lower priority
loads are not sufficient to solve the problem.
The load can be shed to help in order to facilitate
Low

the energy balancing of the grid.
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Decentralized Congestion Management T

* The triggering event is a deviation from the initially scheduled aggregated demand curve.

 The DSO agent (monitors the pilot site substation) informs the household agents, to proceed to a reduction
of power.

« The prosumers negotiate in order to arrive at an agreement regarding the amount of power to be altered.

« The algorithm terminates when These loads will
. | — Noda 1 Noda 2 pe= Noda 4 — Node 5 Node &
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Congestion Management = lgr.‘d .

« The algorithm was triggered in two timeslots:
e 06.00 PM -7 PM with an imbalance of 9.0kW and
e 10.00 AM -11.00 AM with an imbalance of 12.0kwW

5 5
4 4
ko]
3 2 3
2 I I I 2
< QO
0 Qg o
6:00 PM 10:00 AM 6:00 PM 10:00 AM
WllFlex WL2Flex ML3Flex WlAFlex WL5Flex MLG6Flex wL1Flex mL2Flex mL3Flex m L4Flex m LSFlex = L6Flex
Available flexibility per customer for the Flexibility that was finally activated by the
two timeslots (available load that can be algorithm (loads that were actually shed)

curtailed pre household)
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HIL Ex per 1 ments? S comectroturorsn

= Testing distributed control algorithms as well as the VPP architecture is really challenging:
— Actual conditions for different demonstration sites can vary dramatically
— Customer engagement? (at least for testing of specific functionalities...)

v" More realistic tests can be performed using PHIL and CHIL experiments in a laboratory
environment, by integrating the VPP platform in the Real Time Digital Simulator (RTDS)
(hardware devices can be also used).

v Co-simulations can also be performed, e.g. for studying the effect of communication delays
on the distributed control models.

...To be continued in the Lab!



https://www.erigrid.eu/
https://www.erigrid.eu/

Virtual Power Plant laboratory platform El"lgl"'ld
using Multi Agent Systems '

® Smart Grid Infrastructures
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