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Abstract— Due to the large-scale integration of distributed 
energy resources (DER) new options for the local and system-
wide technical ancillary services are needed. Reactive power 
control is one of such ancillary service provided by DERs.  This 
paper aims to test the performance of a reactive power control 
scheme developed on a light-weight Intelligent Electronic Device 
(IED). The IEDs are implemented on a BeagleBoneBlack as well 
as on an FPGA. The test set-up is implemented by the 
Controller-Hardware-In-the-Loop platform. The simulation 
platform is OPAL-RT’s eMEGASIM and ePHASORSIM. The 
results show the performance of the FPGA to be better than 
BeagleBoneBlack when comparing results of the Sofware-In-
the-Loop simulations.  

Keywords—Control Systems, Microgrids, Power system 
simulation, Testing 

I. INTRODUCTION 

The electrical distribution systems have grown mainly 
with the increasing connection of decentralized energy 
sources and communication between their different 
components. Numerous studies have been conducted to 
identify how these components are controlled to support the 
management of the power grid, based on its real-time 
operation. In this context, some studies focus on the 
management of the reactive power capabilities of these 
sources to support local voltage throughout the distribution 
system [1] [2] [3] [4] and mainly to comply with reactive 
power distribution in-feed requirements imposed by grid 
codes [5]. Since actors are spread across the grid, Information 
and Communication Technology (ICT) plays a crucial role to 
coordinate and provide reactive power support. [6]. 

The latter brings new challenges in determining the 
performance of the distribution grid when having to consider 
both power system and communication phenomena and 
requires rigorous system testing under dynamic conditions [7]. 
The shift from offline modelling and simulation to hardware 
in the loop simulation allows the testing of both hardware and 
software planes under real-time conditions [8]. Techniques 
such as Controller-Hardware-In the-Loop (CHIL) are topics 
of research aligned on how these systems can be tested, with 
the advantage of a good fidelity which helps to study grid 
behavior of control mechanisms [9] [10] [11]. In CHIL, the 
hardware controller exchanges low powered analog signals 
with the real-time simulator. This has the benefit that different 
operational scenarios can be investigated under controlled 
experiments without harming any physical system. Also, the 
hardware controller can be programmed for parameter 

adjustment during the run time, which increases the flexibility 
of the test system and the simulation [12] [13]. Additionally, 
different communication protocols may be tested in CHIL to 
find out the optimal information exchange between hardware 
and software. 

IEC 61850 is one of the popular automation protocol, due 
to the fast and reliable measurement rate provided by GOOSE 
over the Ethernet. In addition to reliable communication, the 
system and the controller can be modelled and automated 
using the IEC 61850 functions which map the measurements 
on the controller.  Although IEC 61850 standards offers many 
benefits, recent works [14] [15] [16] [17] [18] [19] [20] [21]  
show that the major challenges facing the implementation of 
the IEC 61850 standard is the configuration task based on the 
available IED and system configuration tools within a 
multivendor environment.  The recent works mentioned above 
are pilot projects that were used in the commercial IEDs in a 
designed laboratory platform and the commercial software 
configuration tools. Moreover, the commission task needs 
system support tools from the manufacturers. Therefore, 
research and development tasks can be more costly and time-
consuming. However, in terms of accelerating research, 
development and relaxing the IEC 61850 implementations 
tasks, Light-Weight IEC 61850 IEDs can be used. Various 
open-source libraries are available that are based on C and 
Java solutions. These solutions automatically generate the 
low-level machine code required for the IEC 61850 
implementation within different operating systems such as 
Linux, Windows, and macOS. Embedded open-source 
operating systems (Linux) running on the microcontroller and 
SoC kit are becoming increasingly popular in both industrial 
and academe domain since it is cost-effective and very flexible 
in its configuration.  

This paper aims to present the implementation of a 
reactive power controller based on light-weight IEDs and test 
the performance. Section II presents the reactive power 
algorithm for Sundom Smart Grid. Section III presents the 
development process of the real-time simulation platform. 
More details about the Light-Weight IEC 61850 
implementation is in section III B.  Section IV presents the 
executed tests and experiments. Section V presents the round 
trip latency for GOOSE messages with the tested hardware. 
Finally, the conclusions are presented in Section VI. 
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II. REACTIVE POWER CONTROL ALGORITHM FOR 

SUNDOM SMART GRID 

An algorithm of reactive power management for future 
Sundom Smart Grid has been developed by offline 
simulations in [22], [23]. The case studies and this precursor 
algorithm has been developed with Simscape Power Systems. 
In this research, the algorithm is developed further for 
adapting it to the real-time simulation platform.  

A. Sundom Smart Grid 

Sundom Smart Grid (SSG) is a unique Smart Grid living 
laboratory pilot that is established in an MV network. The 
primary substation and four secondary substations are 
equipped with modern IEDs, and fiber optic connections are 
provided to each IED. A cloud service is set up to collect the 
IEC 61850 sampled values and GOOSE measurements from 
the network. A direct communication link from the site to the 
university’s Smart Grid laboratory is also set up. The data 
collection facilities are used in various research activities.  

At present SSG is facing challenges with the recently 
enacted requirements for Reactive Power Window (RPW) 
settled by the Finnish Transmission System Operator (TSO), 
Fingrid. RPW specifies the volume of reactive power that can 
be delivered to and received from the main grid without 
separate compensation. The output energy is calculated based 
on the hourly average (Q, P) for the previous 12 months. The 
fees are set to the points/situation that crosses the limits. A 
reactive power window for SSG that has been developed in 
[22] is presented in Fig 1. For this research, a whole year 
measurement data is available from SSG, and the situation is 
presented in Fig. 2.  

B. Reactive power control 

Reactive power management algorithm has been 
developed in [23] aiming to prevent the fees in SSG, and the 
paper presents the increasing fees estimated due to the 
increase in cabling during the years 2018, 2019 and 2020. 

In this research, the reactive power window for future SSG 
[22] is utilized, and the reactive power control of SSG is 
implemented with the RPW algorithm for a 3.6 MW full-scale 
wind turbine (WT) converter. The outline of the simulation 
model is presented in Fig. 3. The RPW controller was 
developed further from the Simscape (phasor, continuous) 
model to the Simulink model fitting into the eMEGASIM real-
time simulation platform. 

III. DEVELOPMENT PROCESS OF THE REAL-TIME CO-
SIMULATION PLATFORM 

The workflow of the development of the real-time con-
simulation platform consisted of use case development, 
offline simulation model development, open-loop 
simulations, real-time model development and closed-loop 
simulations offline, IEC61850 communication 
implementation, the SIL tests as well as the CHIL tests. In the 
following, this development process is described in more 
details. 

 In the first phase, different use cases were developed 
about the evolving SSG for investigating the operation of the 
power system and validating it according to the 
measurements. After that, the RPW controller was developed. 
In the previous research [22] [23], the reactive power control 
has been implemented as an open-loop i.e. the first simulation 
results (control values) were the input to the second round and 
fed in to the RPW controller. This method was used because 
the direct closed-loop simulations did increase the simulation 
time greatly. The SSG and the controllers have been modeled 
in that case by Sismscape in phasor mode. 

The results from the Simscape simulations showed the 
behavior of the power grid, which makes it possible to 
evaluate further the other interesting use cases for the real-
time simulations. For the real-time modeling, particularly for 
the ePHASORSIM (the power system model) block, it was 
possible to import simulation models of the offline tools. The 
offline models were modeled and verified in PowerFactory 
and then converted to real-time models for ePHASORSIM 
simulation.   

Based on Simscape results, the interesting use cases and 
the interesting moment of them (interesting hour) were 
selected to give the initial values of loads and generation as 
well as the voltage at the HV connection point for the 
PowerFactory model.  

Fig. 1.  Active and reactive power operation limits for future SSG. [22] 

Fig. 2. Measured hourly active power as a function of measured reactive 
power in the TSO’s reactive power window for the SSG.  

Fig. 3. Outline of the simulation model. [24] 
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A. Development of the real-time models 

For the development of the real-time simulation model, the 
generated Excel file was imported into the ePHASORSIM 
block in the eMEGASIM model in OP5600 platform of 
OPAL-RT. The structure of the resulting model is outlined in 
Fig 4.  

Further, the developed control algorithm, as well as the 
load (Pload) and the generation (Pgeneration) data from the 
Simscape blocks, were also imported to the eMEGASIM. 
After the real-time models for the basic cases Status 2018, 
Scenario 2028, as well as Scenario 2035, were built-up, the 
offline simulations by the real-time models were very 
efficiently performed for the one-year load flows compared to 
the Simscape simulations. For example simulating offline one 
year power flow (in phasor mode) of the basic case Status 
2018 with processor Intel Xeon CPU E3-1505M v6 @ 3.00 
GHz and installed RAM 32 GB took minimum 6 min (no 
scopes, no data to workbench) and maximum 14 min (with 
scopes and data to workbench) to perform the simulation with 
Simscape (variable step), Matlab r2017a and about 30 s with 
ePHASORSIM, Matlab r2015a respectively. Fig. 5 and 6 
present offline results of RPW in the case Status 2018 with 
Simscape and ePHASORSIM, respectively.  It can be noticed 
that the results of the offline simulations by the real-time 
models were consistent with the results from Simscape and 
hence to PowerFactory results.  

Next, after the real-time models of the basic network 
structures were built up and working well, the RPW controller 
was tuned for the closed-loop simulations. The offline 
simulations were carried out after the controller was found to 
be working well. The closed-loop offline simulations for 
Scenario 2018 (RPW control) with ePHASORSIM, based on 
Matlab r2017a took about 6 min when several scopes, data to 
the workbench and average calculation blocks were applied, 
while Simscape open-loop simulations took 15 min + 15 min 
as previously explained. Further, when the real-time models 
were running well in offline mode, it was time to run the 
models in real-time. The results were consistent with the 
offline simulation results.   

After the real-time models were running well, the 
implementation of the communications to the real-time model 
for the SIL and the CHIL tests was the next phase. The 
IEC61850 GOOSE was implemented for sending the active 
power and reactive power measurement values (Pmeas, Qmeas) 
from the point of interconnection to the RPW controller. This 
real-time co-simulation platform is presented in Fig. 7. Fig. 4 
shows the GOOSE publisher block that was implemented in 
the real-time model for publishing (sending) the P and Q 
values from the target (OP5600 simulator), as well as the 
GOOSE subscriber block that was implemented for 
subscribing (receiving) the P and Q values from the Ethernet 
network.  

In SIL case, the GOOSE publisher, as well as the 
subscriber block, were inside the model.  For the publisher and 
the subscriber GOOSE blocks, one configuration file (*.icd) 
was developed by IEC 61850 ICD Designer tool that is a 

Fig. 5.  RPW of the Status 2018 with Simscape. 

Fig. 6.  RPW of the Status 2018 with ePHASORSIM. 

 
Fig. 7.  The real-time co-simulation platform. [24] 

Fig. 4.  The simulation architecture in SM_block for SIL of reactive power 
control in SSG Status 2018. [24] 
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software for configuring and modeling IEC 61850 clients and 
servers. The configuration file was created using a suitable set 
of Logical Devices (LDs) and Logical Nodes (LNs).   

B. Implementation of the developed RPW control algorithm 
in controller hardware 

Further, for the CHIL simulations, the  Substation 
Configuration Description (SCD) file was developed and 
further adapted into two different hardware, namely to the 
BeagleBone Black (BBB) and the Field Programmable Gate 
Array (FPGA). The following paragraphs present 
implementation phases of the control algorithm to the 
hardware, where the developed C++ code included the RPW 
control algorithm, the GOOSE publisher and subscriber. 

A “lightweight” implementation of IEC 61850-8-1 
(mapping the IED data to GOOSE) that was done offered a 
practical approach for the CHIL by using the open-source 
library “libiec61850”. Furthermore, the designed controller 
generated by this process can communicate with other IEC 
61850 IEDs. The developed controller is flexible, and the files 
from the project C code can be generated from any valid SCD 
file. The generated C code files define the internal data model 
of an IED. This approach maximizes runtime performance and 
facilitates the use of relatively low-cost embedded devices and 
FPGA. 

The procedure for designing the “lightweight” controller 
is presented in Fig. 8. In this study, the first step was designing 
an SCD (.icd) file that included the Logical Node (LN), data 
object (DO), and Data Attribute (DA) types as well as 
communication instances of the model.  

For the second step, a C code representation of a model 
and their communication instances that are tailored to this 
model was automatically generated from the designed SCD 
file by the “libiec61850 model generator”. According to the 
“model generator” process, each type of IED data model can 
be mapped directly to a C data structure, resulting in a 
hierarchy of C data structures. Besides, the generated C files 
must be accompanied by the platform-specific code to ensure 
consistency with IEC 61850.  

The third step was to define the parameters that are needed 
to be subscribed (in this case Pmeas and Qmeas). Then to compile 
the design project file (or application file) to generate the 
execution file for running the project in the hardware under 
test.  

The fourth step was about extracting the defined 
parameters (in this case Pmeas and Qmeas) from the subscribing 
GOOSE message from the model. Next step describes the 
execution of the control algorithm in the hardware and based 
on the result, the new setpoint value (in this case Qset) is 
published from the hardware under test back to the target 
(simulation model) via GOOSE. 

The project was tested by the Advanced RISC Machines 
(ARM) processor-based microcontroller BBB as well as by 
the ARM processor-based SoC FPGA where both processor 
and FPGA architectures are integrated into a single device. 
Both are compatible with C and C++ compilers.  

IV. EXECUTED TESTS AND EXPERIMENTS 

For the real-time SIL and CHIL simulations, the simulation 
time step (Ts) was 0.01 s. The time factor (Td) for reading data 
row from the input data (1 h average values) or the look-up 
table was set 0.1 s hence corresponding one-hour data. The 
data gathered to the real-time target were PHVavg, QHVavg, PHV, 
QHV, PWT, QWT and the voltages 110 kV, 21 kV and 400 V. 
The CHIL tests were performed for the BBB as well as for the 
FPGA controller. From the IEC 61850 GOOSE messages, the 
packets traveling over the network were captured by 
Wireshark software that created .pcap files from the traffic 
between the controller in the test and the target. 

A. Scenario 2018 with RPW control in SIL 

In this case, Qset for the RPW controller was according to 
the TSO limits ± 50 kVAr, except QD1 = -200 kVAr. The 
reactive power of the WT converter is presented in Fig. 9 
showing both the SIL offline and the real-time results.  

When comparing the real-time results with the offline 
simulations, it can be noticed that there are slight differences 
in the controlled values. This is because of the delay from the 
communications that is obvious with real connections. The Td 
factor was set tight to show the characteristics of the different 
hardware. However, in this study, one simulation step (10 ms) 
delay would represent 360 s delay in the real world. 

B. Scenario 2018 with RPW control in CHIL 

The comparison in Scenario 2018 was made between SIL 
real-time simulations, BBB, and FPGA.  Fig. 10 presents the 
reactive power flow from the WT converter when Td = 0.1. 
The comparison is made between SIL and BBB, between SIL 
and FPGA as well as between BBB and FPGA. In every case, 
differences can be noticed. This happened due to the different 
processing times of the hardware, which effect is presented 
in more detail in Fig. 11. After the first simulated hour, it can 
be noticed that the QWT have different values. The SIL 
controller calculates a new set value for the WT converter in 
every 10 ms (at the same time with the simulation time step) 
for the controller. The CHIL controller, in turn, calculates a 
new set point that is delayed with the round trip time, i.e. 
communication delays in Ethernet and processor calculation 
time step. This is analyzed in detail in section V.  

 
Fig. 8.  The developed DMS internal processing. Applied from [25]. 
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V. THE ROUND TRIP GOOSE LATENCY 

The round trip GOOSE latency was calculated for the 
overall completed tests. The main objective within this 
measuring task was to verify that the performance of the 
Device Under Test (DUT) for the publishing of the GOOSE 
messages was compliant with the IEC 61850 (not exceed 
4ms). Moreover, to verify that the DUT had the ability to 
operate within the multi-vendor environment ensuring the 
interoperability concept.  

For comparison of the round trip time of different devices, 
the instantaneous GOOSE round trip latency was measured 
for the tested lightweight IEDs. The GOOSE round trip 

latency time includes seven individual times that may affect 
the connection channel performance as illustrated in (1). It 
starts from the real-time model running in the target that 
publishes GOOSE messages (QHV and PHV), next there is the 
DUT that subscribes the message, computes the Qset based on 
the RPW algorithm and then periodically publishes a GOOSE 
message containing magnitude Qset for the simulated WT 
converter. This process was monitored by using a network 
protocol analyzer, Wireshark.   

 ̅ = 	 ̅ , + ̅ + ̅ , + ̅ + ̅ ,	 + ̅ + ̅ ,
      (1) 
where ̅    the average round trip time,  ̅ , 	 the average time out from the target (client 

IED),  ̅    the average time in Ethernet network, ̅ ,    the average time in to the DUT, ̅   the application average time running on the 
DUT,  ̅ ,   the average time out from the DUT, ̅ ,   the average time in to the target   

Fig. 12 presents the round trip GOOSE latency for the BBB 
and the FPGA. Average round trip latency calculation based 
on (1) was 4.548406 ms for BBB and 2.384781 ms for FPGA. 
Based on the results, it is clear that the FPGA is a more 
promising instrument with less round trip latency (2.3 ms) 
that could be used for the smart grid or microgrid central 
controller. It was expected that the round trip latency would 
be less for the FPGA since it has Dual-Core ARM Cortex™-

Fig. 12. The round trip GOOSE latency of BBB and FPGA. 

 
Fig. 13. The GOOSE message processing time in BBB and FPGA.  

 
Fig. 9.  SIL offline and SIL real-time simulation of the Scenario 2018. 

Reactive power of WT when Td = 0.1. The RPW controller was set up to 
the TSO limits ± 50 kVAr, except QD1 = 200 kVAr.  

Fig. 10.  Comparison of SIL real-time and CHIL test results in Scenario 
2018/2. Reactive power of WT when Td = 0.1. The RPW controller was set 

up to the TSO limits ± 50 kVAr, except QD1 = 200 kVAr. 

Fig. 11.  Comparison of SIL real-time and CHIL test results in Scenario 
2018. Reactive power of the WT. 
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A9 (925 MHz) processor as well as 10/100/1000 Mbps 
Ethernet with the high-speed bus to exchange data between 
the hard processor system (HPS) and FPGA whereas the BBB 
has AM335x 1GHz ARM® Cortex-A8, and 10/100 Mbps 
Ethernet. Fig. 13 presents the GOOSE messages processing 
time in both devices. 

VI. CONCLUSION 

In this paper, the performance of the reactive power control 
scheme developed on a light weighted intelligent electronic 
device has been investigated. The control solution and its 
relevant communication system have been designed based on 
IEC 61850 and implemented on two hardware platforms, 
FPGA and BBB. The performance of the IEDs has been 
evaluated through Controller-hardware-in-the-loop versus 
software-in-the-loop test in terms of communication latency, 
processing time, and finally, the performance of control 
action. The FPGA has performed better compared to 
BeagleBonBlack and is more suitable for a micro-grid central 
controller. It is worthwhile to mention that such an open-
source flexible light-weighted IED based on IEC 61850 can 
provide a base to advance research in the direction of 
(Micro)-grid automation and control. 

ACKNOWLEDGMENT 

This simulation study has been performed using the 
ERIGrid Research Infrastructure and is part of a project that 
has received funding from the European Union’s Horizon 
2020 Research and Innovation Programme under the Grant 
Agreement No. 654113. The support of the European 
Research Infrastructure ERIGrid and its partner OFFIS e.V. is 
very much appreciated. 

REFERENCES 

 
[1]  Á. Molina-garcía, S. Member, R. A. Mastromauro, T. García-

sánchez, S. Pugliese, M. Liserre and S. Stasi, "Reactive Power Flow 
Control for PV Inverters Voltage Support in LV Distribution 
Networks," vol. 8, no. 1, pp. 447-456, 2017.  

[2]  A. Safayet, P. Fajri and I. Husain, "Reactive Power Management for 
Overvoltage Prevention at High PV Penetration in a Low-Voltage 
Distribution System," vol. 53, no. 6, pp. 5786-5794, 2017.  

[3]  S. Uebermasser, C. Groiss, A. Einfalt, N. Thie, M. Vasconcelos, J. 
Helguero, H. Laaksonen and P. Hovila, "Requirements for 
coordinated ancillary services covering different voltage levels," 
CIRED - Open Access Proceedings Journal, vol. 1, pp. 1421-1424, 
2017.  

[4]  H. Laaksonen, K. Sirviö, S. Aflecht and P. Hovila, "Multi-objective 
Active Network Management Scheme Studied in Sundom Smart 
Grid with MV and LV Network Connected DER Units," in CIRED 
Conference on Electricity Distribution, Madrid, Spain, 2019.  

[5]  M. Nazmul, I. Sarkar, L. G. Meegahapola and M. Datta, "Reactive 
Power Management in Renewable Rich Power Grids : A Review of 
Grid-Codes , Renewable Generators , Support Devices , Control 
Strategies and Optimization Algorithms," IEEE Access, vol. 6, pp. 
41458-41489, 2018.  

[6]  W. Shi, S. Member, X. Xie, C.-c. Chu and R. Gadh, "Distributed 
Optimal Energy Management in," IEEE Transactions on Smart Grid, 
vol. 6, no. 3, pp. 1137-1146, 2015.  

[7]  M. Steurer, F. Bogdan, W. Ren, M. Sloderbeck and S. Woodruff, 
"Controller and power hardware-in-loop methods for accelerating 
renewable energy integration," 2007 IEEE Power Engineering 
Society General Meeting, PES, pp. 5-8, 2007.  

[8]  A. Spina, R. Palaniappan, D. Hilbrich, U. Hager and C. Rehtanz, 
"Comparison between CHIL simulation and hardware test of a 

Dynamic Power Flow Controller," 2017 IEEE Manchester 
PowerTech, Powertech 2017, 2017.  

[9] A. Yamane, S. Abourida, Y. Bouzid and F. Tempez, "Real-Time 
Simulation of Distributed Energy Systems and Microgrids," IFAC-
PapersOnLine, vol. 49, no. 27, pp. 183-187, 2016.  

[10] Y. Du, H. Tu, S. Lukic, D. Lubkeman, A. Dubey and G. Karsai, 
"Development of a Controller Hardware-in-the-Loop Platform for 
Microgrid Distributed Control Applications," Conference Record of 
the 3rd IEEE International Workshop on Electronic Power Grid, 
eGrid 2018, pp. 1-6, 2018.  

[11] Q. Long, Y. Du, J. Lu, D. Lubkeman, S. Lukic, N. Lu and J. S. 
Camilleri, "Community Microgrid Controller Evaluation using 
Hardware-in-the-Loop Testbed," 2018 North American Power 
Symposium, NAPS 2018, pp. 1-6, 2019.  

[12] M. Gorski, R. Bartelt, M. Oettmeier, C. Heising and V. Staudt, 
"Improving the control-design process in naval applications using 
CHIL," 2011 IEEE Electric Ship Technologies Symposium, ESTS 
2011, pp. 357-360, 2011.  

[13] C. Sun, J. N. Paquin, F. Al Jajeh, G. Joos and F. Bouffard, 
"Implementation and CHIL Testing of a Microgrid Control System," 
2018 IEEE Energy Conversion Congress and Exposition, ECCE 
2018, pp. 2073-2080, 2018.  

[14] A. IKbal, T. Mini S and G. Sunil, "Methodology & Tools for 
Performance Evaluation of IEC 61850 GOOSE based Protection 
Schemes," in IEEE Fifth Power India Conference, Murthal, 2012.  

[15] H. Juergen, R. Julio, W. Craig, B. Drew, F. Lars, K. Steven and H. 
Luc, "Status on the First IEC61850 Based Protection and Control, 
Multi-Vendor Project in the United States," in 60th Annual 
Conference for Protective Relay Engineers, Texas, 2007.  

[16] Y. Ming-Ta, G. Jyh-Cherng, L. Po-Chun, H. Yen-Lin, H. Chun-Wei 
and G. Jin-Lung, "Interoperability and Performance Analysis of 
IEC61850 Based Substation Protection System," International 
Journal of Information and Communication Engineering, vol. 7, no. 
8, 2013.  

[17] M. Mekkanen, R. Virrankoski, M. Almusratti and E. Antila, 
"Performance evaluation of iec 61850 goose based interoperability," 
Future Energy, Environment and Materials (Wit Transactions on 
Engineering Sciences), 2014.  

[18] M. Ridwan, M. Zarmani, N. Miswan, R. Laijim, H. Awang and A. 
Musa, "Testing the Interoperability of IEC 61850 Intelegent 
Electronic Devices A Tenaga Nasional Berhad Experience," in n 
OMICRON, Asia-Pacific Protection and Testing Conference, 2012.  

[19] J. Niejahr, H. Englert and H. Dawidczak, "Improving IEC 61850 
Interoperability:Experiences and Recommendations," in CIGRE 
Conference on Power Systems, Vancouver, 2010.  

[20] Q. Hong, S. Blair, V. Catterson, A. Dysko, C. Booth and T. Rahman, 
"Standardization of power System Protection Settings Using IEC 
61850 for Improved Interoperability," in IEEE Power and Energy 
Society General Meeting, Vancouver, 2013.  

[21] H. Falk, "IEC 61850 INTEROPERABILITY," UCA International 
Users Group, American Electric Power, Electric Power Research 
Institute, 2011. 

[22] K. Sirviö, H. Laaaksonen and K. Kauhaniemi, "Active network 
management scheme for reactive power control," in Cired Workshop, 
Ljubljana, Slovenia, 2018.  

[23] K. Sirviö, L. Välkkilä, H. Laaksonen, K. Kauhaniemi and A. Rajala, 
"Prospects and Costs for Reactive Power Control in Sundom Smart 
Grid," in IEEE ISGT Europe, Sarajevo, 2018.  

[24] K. Sirviö, M. Mekkanen, K. Kauhaniemi and D. Babazadeh, 
"Sundom Hardware-In-the Loop Living Lab - Technical Report," 
2019. [Online]. Available: https://erigrid.eu/wp-
content/uploads/2019/02/SunHILL-ERIGrid-TA-User-Project-
Report-3.pdf. 

[25] M. Mekkanen and K. Kauhaniemi, "Conventional and Light-weight 
IED Testing Based on IEC 61850 Real-time Hardware-In-the-loop 
(HIL) Simulation Approaches," in OPAL-RT's 10th International 
Conference on Real-tine Simulation, Paris, 2018.  

 

 

6474


